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THE PROBLEM




STEP 1: SOLVE THE PROBLEM ON SMA

Typically Process
start by using small datsets!

focuson identifying those machine learning
techniques that are best suited to pmeblem




STEP 2: 847
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SCALING UP

Asymptotic
Analysis

2)Algorithmic

3)Parallelism

ngineering




Lessons from the

trenches

Sorry, |
Talkabout our experience scaling up analytical technic

Highlightapproaches and technology choices which w
have found helped imultiple settings

Perhaps they should have been obvious?
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1) Asymptotic Analysis applied to search
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| CATASTROPHE MODELING

I 0 Ol CMuhiplehayers, over~15

ELTs, covering ~5 models, and ~200K

events
Cat Model 1 01 OO3HKIPEdram3each with
multiple layers, with 40K ELTs, over 100
Hazard models, covering 1M events -
v
Vulnerability
\/ Event Loss Table (ELT)
Loss Event ID Annual Mean St. Dev. St. Dev. Exposure
\ Rate Ind. Corr
469292 | 0.0029% | 226,945 | 114,932 | 28,733 | 11,347,250
469282 | 0.0002% | 213,863 | 111,154 | 27789 | 10,593,150
469293 | 0.0123% | 298,009 | 109,865 16,765 | 10,350,459
469266 | 0.0004% | 345678 | 126,726 | 32,766 | 21,814,950
469283 | 0.0439% | 196,299 | 100,123 | 26,681 | 12,114,321 /




A TREATY OPTIMIZATION PROBLEM

Expected
Return

Solution |Layer Limit Deductible Placement Max Recovery Premium
1 Layer1 200 300 60% 120 540
LayerZ2 200 100 20% 40 540

7 Layer1 200 300 30% 60 525
Layer2 200 100 95% 190 5100

Optimization From &rimary
|l nsur er sPerspectr oker 0s

Find a Pareto Frontier



MORE FORMALLY

Given:a fixed number of contractual layers aacgsimulatedset of
expected loss distributions (one per [Qyplusa model of reinsurance
market costs

The Taskidentify optimal combinations of sharafs¢ called
placements) in order to build a Pardtontier

» Mathematical Model
maximize fi(x) = VaR,(R(7)) (2)
maximize f2(x) = E[R(7)]

where VaR is a risk metric, R is a function in term of placements
() and E is the Expected Value



INPUTS/OUTPUTS

Layers

Layer 1 Layer2 ..

Limit 200 200 ..
Deducti 300 100 ...

Rate On Line

Share Layer1l Layer?2 ...

0.01 0.4 0.2 ..

0.02 0.42 0.3 ..

Losses

Trial Layerl Layer2 ..

1 10 50 ..
0 5.

Discretizatior 10%, 5%, or 1%

-

Frontier Visualisation

Frontier Points

Solution Expected Return Risk Value Placement1 Placement2 ..
1 -$50.00 -$120.00 0.2 0.8 ..

2

-$60.00 -$160.00

0.3

0.95 ..




THE APPROACH

Aggregate the loss data
Locatiord Eventh Trial year

Discretized search parameters

Calculate results for all combinations of shares

Use ablg parallel machine

12



THE PROBLEM

AWorks for a small number of layers!

AResulté a large number of
computations

ANumberof computations exponential
Increases with dimensions

| Number of Layers
| Number of share intervals

vwalue

Asymptotic Analysis!

A ((# of trials) * (discretization) * (# of layers))

(number of processors)

A Example: (1,000,000 * 100”15) / 1000 =
10733 computations
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ROUND 1:

Need a better algorithm!
Use an evolutional search approach

Population Based Incremental Lear&nB+PBIL

Single risk measure(2D Pareto Frontier)
Variance

Value At Risk/aR
Tail Value at Risk'{aR

Prototype in R (wittmutlithreading

Questions
Quality: How close to the exact method?
Performance: How fast? How big a problem can we now handle?



QUALITMOW CLOSE TO THE EXACT ME"

Percentage of tim®iPBIlfinds the same solution as the exact method?

B0%
BO%
F0%
B0%
S0%
40%
30% Pop 400
20%

10%

0%

500 it 10000t 20000t

m Pop 100 50% 60% 4%
m Pop 200 745 76% BB%
N Pop 400 T8% 82% EB%



QUALITMOW CLOSE TO THE EXACT ME"

Average error whemiPBlldoes not find the same solution as the exact method?

0.060%
Error always

less than
6/100ths of a
percent.

0.050%
0.040%

0.030%

0.020% F'I]FI 400

Pop 200

0.010%

Pop 100
0.000%
500 it 1000 it 2000 it

m Pop 100 0.060% 0.050% 0.043%
m Fop 200 0.029% 0.027% 0.013%
W Pop 400 0.025% 0.020% 0.013%



PERFORMAMNO&RY FAST WHEN COMPARED T
THE EXACT METHOD?

Time on a single core to compute a single point on efficient frontier for
7 layers and 5% discretization

JILLLLLL

100000 Enumeration: weeks
DiPBIL: 25 minutes

10000

1000

100
10 I
1

Enumeration Pop 100 Pop 200 Pop 400

Seconds (Log 10)

Enumeration W500it m10000t w2000 it



PERFORMAMNO&Y BIG A PROBLEM CAN WE |
SOLVE?

Time on a single core to compute a single point on efficient frontier at 5%
discretization

Solutions times no
40000 longer exponential
in the number of layer!

20000
| III ||| |||
0
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ROUND 2:

Single risk metrig Multiplerisk metric
(e.g. 1in 100yrTVaR+ 1 in 5yr VaR

2-d Pareto frontA 3-d+ Pareto front
DrPBILA Mo-PBIL
Prototype in B Prototype in C++

Advantages
Search for whole front, not point by point
Multiple Risk Metrics
Performance!

19



00:02:53
00:02:26
00:02:18
00:02:01
00:01:44
00:01:26
00:01:09
00:00:52
00:00:35
00:00:17
00:00:00

ROUND 2: OPTIMABED MO

Mo-PBIL : Complete frontier (6F0 points) for 7 layer program

and 5%discretizationn 16 seconds!
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1 thread | 4 threads | 8threads | 16 threads | ?;Zthreav:isI

16

14

12

10

/

e

e

/

o

4 threads 8 threads 16 threads 32 threads

Setup: 500 iterations, 128 population
2 * Xeon E&660 processors



SUMMARY

Evolutionary techniques work well for Treaty Optimization!
Can now solve practical problem instances with practical performance.

Compared multiple evolutionary search methods
| Single Objective: DE, PSO, GA, PBIL
' Multi Objective: VEPSO, MODE, SPEA2, NSGA?2

Evaluation Results
| All work and can produce high quality solutions

| Differences

:anvaofuse Donot comput e
errormance -
can compute approximately!

Parallelism igreat, but it only
buys you a constant factor!




| OPTIMIZE LAYER STRUCTURE, NOT JUST S

Inputs

Exh

7 Risk

Att

Discretizatior d% | A Expected
Risk Measure Population  Evaluation —_— Exh Return
\% |
Att
Premium function
Aggregate

# reinstatements

Simulation Enging

1]\
y

Aggregate terms
(ie 3" event cover)

Set of ELTs

100K Year Event Table (YET)




ACCELERARGIRBASEBXT ANALYS/IS

Efficient Computation of Co-occurrence Word Relatedness

D . -

3¢ and Applications

T
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applied to text analytics problems DALHOUSIE
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DOCUMENT RELATEDNESS

Important task in many text mining applications
Represented by a score between O and 1

Unsupervised Corpdsased methods: Google Trigram Method, Semantic

Text Similarity, etc.



GOOGLE TRIGRAM METHOD (lTM

Unigram: Trigram:
apple 6878789 ceramicscollectabledine 130
eating 14987879 ceramicscollectedby 52

ceramicscollectiblepottery 50

Word Relatedness

Find frequency of wl and
w2 in Unigram;

) GTM Distance Function Word Relatedness
Find co - occurrence of wl

and w2 in Trigram

Document Relatedness: abstracted as a function of word relatedness



GTMEXAMPLE

D1:. An autograph is the signature of someone famous which is specially written for a
fan to keep.

D2: Your signature is your name, written in your own characteristic way, often at the
end of a document to indicate that you wrote the document or that you agree with
what it says

characteristic end document wrote document agree

autograph 0 0 0.259 0.282 0.259 0
W famous 0.257 0.055 0.051 0.374 0.051 0.001
~ specially 0 0.168 0.258 0.137 0.258 0
fan 0 0.012 0 0.203 0 0.174
o m+n 2+1.103) x (6 +8
s - O ‘;mn))x(mm - & 2><gi>>jé = —oam

* Proposed by Islam, Milios, and Keselj, Text Relatedness using Google Tri - grams



CHALLENGES IN SCALING UP GTM

Measuring the relatedness between a pair of documents is too slow in the
existing work

The size of Unigram is roughly 200 MB; the size of Trigram is 20 GB.

High complexity of N to N pairwise document Relatedness computation.

Volume of documents is growing rapidly



WORD RELATEDNESECOMPUTATION

Tokenizel Assigreach word with an number ID
Precomputel- Computeall the word relatedness in advance for lookups

Build irmemory data structures! Dictionarystructure to store word

relatedness dictionary imemory

Hashingvs Arrays407,761,29@(pairs of words)
«1 Q CR L /i

9 GB ! 3 GB

wl

vy Yoy oy




SHARED MEMORWULTITHREADING

CPU cPU CPU
Shared

CPU M y CPU

CPU cPU CPU

Multithreaded implementationmakeuses of a multcore of sharednemory machine

Amortize I/O CostEachthread running on a separate core fetches documents from
the shared memory and computes the relatedness between them.

Lots of language and library based approackienMEZ X



MULTITHREADED IMPLEMENTATION
PERFORMANCE

The speeelp analysis

Experiments use 2000 documents from ACM Paper Abstracts collections

(a) (b)
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HORIZONTAL SCALING: HADOOP

Big

Data

copyFromLocal

HDFS
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MAP REDUCE

Useful

Data

copyTolocal

Scaling for free?
Data parallelism
Solves problem partitioning
Solves task mapping
Solves fault tolerance

Useful Challenges
Data Shared data structures?
How to amortize I/O costs?



