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THE PROBLEM



STEP 1: SOLVE THE PROBLEM ON SMALL DATA

Typically Process

Åstart by using small data sets!

Åfocus on identifying those machine learning 
techniques that are best suited to the problem 



STEP 2: SCALE-UP



SCALING UP

1)Asymptotic 
Analysis

2)Algorithmic 
Engineering

3)Parallelism 
& HPC



HOW TO SCALE TO òBIG DATAó

ÅSorry, I donõt have a recipe!

ÅTalk about our experience scaling up analytical techniques 

ÅHighlight approaches and technology choices which we 
have found helped in multiple settings 

ÅPerhaps they should have been obvious?



EFFICIENT FRONTIER APPROACHES TO 
TREATY OPTIMIZATION

www.Risk-Analytics-Lab.ca

Joint work with 

ÅOmar Carmona Cortes

ÅI. Cook and J. Gaiser-Porter

1) Asymptotic Analysis applied to search 

and optimization



Simulated Event Losses

CATASTROPHE MODELING

Exposure Event 
Catalog

Hazard

Vulnerability

Loss
Event Loss Table (ELT)

Cat Model

! 0ÒÏÇÒÁÍЂ Multiple layers, over ~15 
ELTs, covering ~5 models, and ~200K 
events

! 0ÏÒÔÆÏÌÉÏ Ђ3-4K Programs each with 
multiple layers, with 40K ELTs, over 100 
models, covering 1M events



A TREATY OPTIMIZATION PROBLEM

Optimization From a Primary 
Insurers or BrokerõsPerspective!

Find a Pareto Frontier

Risk

Expected 

Return

Dominated

Infeasible



MORE FORMALLY

Given: a fixed number of contractual layers and a simulated set of 
expected loss distributions (one per layer), plus a model of reinsurance 
market costs

The Task: identify optimal combinations of shares (also called 
placements) in order to build a Pareto frontier



INPUTS/OUTPUTS

Treaty

Optimizer

Discretization= 10%, 5%, or 1%



THE APPROACH

12

ÅAggregate the loss data

ÅLocation Ą Event Ą Trial year

ÅDiscretized search parameters

ÅCalculate results for all combinations of shares

ÅUse a big parallel machine



THE PROBLEM

ÅWorks for a small number of layers!

ÅResults in a large number of 
computations

ÅNumber of computations exponential 
increases with dimensions
ÍNumber of Layers

ÍNumber of share intervals

Asymptotic Analysis!
Å ((# of trials) * (discretization) ^ (# of layers))/ 

(number of processors)

Å Example: (1,000,000 * 100^15) / 1000 = 

10^33 computations



ROUND 1: 

Need a better algorithm!

ÍUse an evolutional search approach

ÍPopulation Based Incremental Learning Ą Di-PBIL

Single risk measure (ie. 2D Pareto Frontier)

ÍVariance

ÍValue At Risk (VaR)

ÍTail Value at Risk (TVaR)

Prototype in R (with mutlithreading)

Questions

ÍQuality: How close to the exact method?

ÍPerformance: How fast? How big a problem can we now handle?



QUALITY: HOW CLOSE TO THE EXACT METHOD?

Percentage of time DiPBILfinds the same solution as the exact method?



QUALITY: HOW CLOSE TO THE EXACT METHOD?

Average error when DiPBILdoes not find the same solution as the exact method?

Error always 

less than 

6/100ths of a 

percent.



PERFORMANCE: HOW FAST WHEN COMPARED TO 
THE EXACT METHOD?

Time on a single core to compute a single point on efficient frontier for 
7 layers and 5% discretization

Enumeration: weeks

Di-PBIL: 2-15 minutes



PERFORMANCE: HOW BIG A PROBLEM CAN WE NOW 
SOLVE?

Time on a single core to compute a single point on efficient frontier at 5% 
discretization

Solutions times no

longer exponential 

in the number of layer!



ROUND 2: 
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Single risk metric Ą Multiplerisk metric
(e.g. 1 in 100yr TVaR+ 1 in 5yr VaR)

2-d Pareto front Ą 3-d+ Pareto front

Di-PBIL Ą Mo-PBIL

Prototype in R Ą Prototype in C++ 

Advantages

ÍSearch for whole front, not point by point

ÍMultiple Risk Metrics

ÍPerformance!



ROUND 2: OPTIMIZED MO-PBIL 

Mo-PBIL : Complete frontier (60 - 70 points) for 7 layer program 
and 5% discretizationin 16 seconds!

Setup: 500 iterations, 128 population

2 * Xeon E5-2660 processors



SUMMARY

Evolutionary techniques work well for Treaty Optimization!

Can now solve practical problem instances with practical performance.

Compared multiple evolutionary search methods 

ÍSingle Objective: DE, PSO, GA, PBIL 

ÍMulti Objective: VEPSO, MODE, SPEA2, NSGA2

Evaluation Results

ÍAll work and can produce high quality solutions

ÍDifferences

ÍEasy of use

ÍPerformance
Donõt compute exactly what you 

can compute approximately!

Parallelism is great, but it only 

buys you a constant factor!



OPTIMIZE LAYER STRUCTURE, NOT JUST SHARES!

Treaty Optimizer 2

Aggregate 

Simulation Engine

Att

Exh
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Discretization= d%

Risk Measure

Premium function

# reinstatements

Aggregate terms

(ie 3rd event cover)

Set of ELTs

100K Year Event Table (YET)

Risk

Expected

Return

Att

Exh
Population Evaluation

Inputs



ACCELERATING NGRAMBASED TEXT ANALYSIS

2) Algorithm engineering techniques 

applied to text analytics problems



DOCUMENT RELATEDNESS 

}Important task in many text mining applications

}Represented by a score between 0 and 1

}Unsupervised Corpus-based methods: Google Trigram Method, Semantic 

Text Similarity, etc.



Unigram:
apple   6878789
eating 14987879

Trigram:
ceramicscollectables fine 130
ceramicscollected by 52
ceramicscollectible pottery 50

Word Relatedness

Document Relatedness: abstracted as a function of word relatedness

Word Relatedness

Find frequency of w1 and 
w2 in Unigram; 
Find co - occurrence of w1 
and w2 in Trigram

GTM Distance Function

GOOGLE TRIGRAM METHOD (GTM)



D1:  An autograph is the signature of someone famous which is specially written for a 
fan to keep.
D2:  Your signature is your name, written in your own characteristic way, often at the 
end of a document to indicate that you wrote the document or that you agree with 
what it says

*

* Proposed by Islam, Milios, and Keselj, Text Relatedness using Google Tri - grams

GTM EXAMPLE



CHALLENGES IN SCALING UP GTM

}Measuring the relatedness between a pair of documents is too slow in the 

existing work

}The size of Unigram is roughly 200 MB;  the size of Trigram is 20 GB.

}High complexity of N to N pairwise document Relatedness computation.

}Volume of documents is growing rapidly



9 GB 3 GB

WORD RELATEDNESS PRECOMPUTATION

}Tokenize! - Assign each word with an number ID 

}Precompute! - Compute all the word relatedness in advance for lookups

}Build in-memory data structures! - Dictionary structure to store word 

relatedness dictionary in memory

}Hashing vs Arrays (207,761,290 pairs of words)



SHARED MEMORY MULTITHREADING

}Multithreaded implementation: make uses of a multi-core of shared memory machine.

}Amortize I/O Costs: Each thread running on a separate core fetches documents from 

the shared memory and computes the relatedness between them.

}Lots of language and library based approaches: OpenMPΣ Χ



MULTITHREADED IMPLEMENTATION 
PERFORMANCE

}The speed-up analysis

}Experiments use 2000 documents from ACM Paper Abstracts collections



HORIZONTAL SCALING: HADOOP

ÅScaling for free?

ÅData parallelism

ÅSolves problem partitioning

ÅSolves task mapping

ÅSolves fault tolerance

ÅChallenges

ÅShared data structures?

ÅHow to amortize I/O costs?


